The Internet and Public Policy: Privacy and Consumer Protection

This brief is one of a series on public policy and the Internet, with special attention to the laws and public policies of the state of Minnesota.

Internet privacy and consumer protection are of increasing concern. This publication will look at the various legal mechanisms that have developed to protect the privacy of Internet users and existing laws dealing with consumer protection and privacy.
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About The Internet and Public Policy Series

The Internet is a worldwide communication web created through technology, hardware and software, and human use patterns, which are shaped by mores, customs, and occasionally laws. States have their own roles within the larger national and international network that is the Internet. The challenge for policymakers is that the Internet itself is malleable, and no static definition can capture its breadth and changing uses.

This series of information briefs isolates discreet policy issues and the ways in which specific Internet issues provide choices for the Minnesota marketplace and for lawmakers. See the list at the end of this document for other titles in this series.

Introduction

Consumer protection and privacy are some of the most talked about areas of Internet law. Economic and technological shifts that allow people to do their banking, shopping, and daily business online have opened the door for companies and financial institutions to do business with people all over the world. This online economy results in more personal information being shared and stored in electronic formats, raising major concerns that the government will access the data and that private companies will fail to protect it.

Commercial activities are just one area where individuals provide private personal information over the Internet. Federal, state, and local governments collect information from individuals through various online activities. Private and public schools, colleges and universities, and even preschools use online programs for payment, educational activities, and school records. Internet service providers and Internet search engines collect information from their users. In many cases, regardless of whether or not a commercial transaction occurs, a website collects information from the users who visit their sites. News and opinion websites, social and professional networking sites, online job boards, gaming sites, and online gambling websites are all examples of online activities that often request some personal information from their users.

Privacy protections are imbedded in many aspects of federal and state law, and in the U.S. Constitution. The Fourth Amendment guarantees individuals protections from unlawful government searches and seizures.¹ The right to freedom of assembly, beliefs, and association are guaranteed by the First Amendment, and those rights to freedom of beliefs and opinions are further protected by a right to privacy. The Fourteenth Amendment guarantees freedom from intrusions into some private decisions such as marriage, families, and relationships.² These constitutional provisions restrain the government from intrusions into specific aspects of individual privacy. Some state constitutions have similar provisions to the Fourth Amendment.³ Some states have expanded privacy provisions in state constitutions specifically identifying the right to be secure from an invasion of privacy.⁴ In some cases the courts have found that, along with protection from unwanted government intrusion into individuals’ private lives, the protection against intrusions of privacy creates a privacy interest that protects individuals from private entities and companies.⁵
These privacy considerations in state and federal constitutions were contemplated long before the Internet. As the use of the Internet and home computers has increased, the courts in the United States have applied existing privacy laws and constitutional protections to electronic communications and the electronic containers that hold so much of an individual’s personal information. In 2004, the Second District Court of Appeals held that there is an expectation of privacy in the contents of a home computer. But one state has extended privacy protections in its constitution to specifically cover electronic data: Missouri passed a constitutional amendment to include electronic documents in the state constitution’s Fourth Amendment protection from unlawful search and seizure. While there are some existing provisions that protect consumers, emerging technologies continue to outpace regulations.

This publication looks at the various legal mechanisms that have developed to protect the privacy of Internet users, including an examination of how contract law has evolved to govern the user and licensing agreements between companies and consumers. The brief also looks at how federal and state laws have been enacted to regulate some of the consumer protection issues and privacy concerns that have been raised as more personal information is increasingly exchanged via the Internet. Finally, this brief looks at how companies have had to modify policies to respond to consumer demands (and maintain their reputations) by instituting privacy policies that protect consumers’ personal information.

Common Terms in Privacy Legislation

The Internet allows the government and private entities to collect a vast array of personal information from individuals. The definitions below have been used by the private and public sector and have also been used in some newer federal and state legislative proposals.

- Personal identifiable information (PII) or sensitive personal information, which can include various forms of identifying information such as name, date of birth, Social Security number, address, or IP address and device identifiers.

- Personally identifiable financial information (PIFI), which is often used to refer to financial and banking information, such as credit card numbers or bank account balances.

- Nonpublic information (NPI) is a term often used to describe the information collected to create an account, such as financial institution account information and tax information, but also other personal information, like health records used to obtain a life insurance policy.
**Contract Law and Terms of Use Agreements**

User agreements are contracts between the website (or merchant) and the user (or consumer). Much of the information exchanged between Internet users and the websites they visit are governed by the website’s “terms of service” agreements, also called “terms of use” agreements. This is a contract between the user and the website that individuals agree to when they view a website. Often a website will have a page stating that, by using the website’s services, consumers are agreeing to all the terms contained in the terms of service or terms of use agreement.

A contract forms when the user agrees to the terms required by the website to view or access the website. Sometimes this is explicit, through an opt-in process, such as checking a box saying the viewer has read the terms and agrees to them. Other times, this is done through a notification on the website, stating that an individual using the website has agreed to the terms posted on the website. Some of these notifications are easy to find but others are not. The validity of these agreements as enforceable contracts continues to be debated in state legislatures and court cases around the country.

Privacy policies, such as what information is collected about an individual, or stored or maintained for an individual’s account, as well as information on how that individual’s information is shared with others, are often contained in the terms of service agreements. While the agreements are quick and easy to use, consumer advocates warn that few consumers read them, and even if they do read them, the consumer has no power to negotiate for new terms.

**Courts Use Contract Law to Interpret Terms of Service Agreements**

These terms of service agreements have been interpreted by the court using contract law. Many of the early cases in this area related to “end user licensing agreements” (EULA), also called “shrink wrap” agreements, which are licensing agreements that come in the package with a new computer or software. These agreements govern the purchaser’s ability to use the software. The terms of use agreements that are on websites and accompany software downloads are given the nickname “click wrap” agreements because the user is required to click a box to consent to the terms before installing software on a home or business computer, use an operating system on a mobile device or cell phone, or interact with any number of service providers on the Internet. A third term, “browser wrap agreements,” has been used to define the terms of service agreements that appear on a website’s homepage or information page, or at the bottom of the page of a website a user is accessing. These do not require any action on the part of the user to accept the terms, but instead a user is agreeing to the terms simply by using the website.

The provisions of the terms of service agreements often dictate where cases may be brought (the venue for a court action), which state’s laws will apply in the case (choice of law provisions), as well as what remedies are available in a legal dispute. Sometimes these user agreements will restrict users to binding arbitration, which prevent a consumer from filing a lawsuit if there is a dispute with the company and can prevent class action lawsuits.

The provisions of the “click wrap” or “terms of use” agreements have been viewed by some consumer advocates as one-sided because they offer no opportunity for negotiation on the terms in the agreement. The company offers the terms and the consumer has to accept them to use the
product, access software, or use a web service. The agreements are often seen as unfair and even coercive to consumers who may not be aware of the terms in the agreement, which are sometimes hard to find, difficult to understand, and often lengthy. Websites and online retailers have argued that creating more specific agreements would be onerous and costly, and that providing additional requirements to contract with a website or company would irritate consumers who are trying to use a service or make purchases.

**Courts Have Upheld Terms of Use Agreements**

Courts in the United States have generally upheld the terms of use agreements even though some consumers have argued the contracts are unconscionable or contracts of adhesion. Because these contracts are not negotiated, it is sometimes argued that they are “one-sided” as the terms are written by one party and “accepted” through silence (using the website) or action (clicking a box indicating the user had read and accepted the terms). The trend has been for courts to enforce the online agreements in an effort to uphold the principles of contract law—the assumption being that both parties willingly agreed to the terms of the contract. While a few cases have found that a “buried” arbitration clause or choice-of-law provision is invalid, most U.S. courts have upheld the mandatory arbitration and choice-of-law provisions in Internet contracting that occur between commercial businesses and their consumers.

Courts have typically found that when users have signified they have read, understood, and agree to the contract provisions, the contract terms will be upheld. Agreeing to the terms can include opening a product and keeping it, using a website where the terms are posted, or clicking on an agreement indicating users have read, understood, and agreed to the terms. Courts have generally found that parties are not excused from the terms of a contract for failing to read them. While courts have upheld “click wrap” and “browser wrap” agreements as valid contracts, the courts will consider if the terms of the contract are fair and enforceable under the federal and state contract law provisions that apply in each case. The conclusions by U.S. courts are in contrast to the European system, which often only upholds mandatory arbitration and choice-of-law provisions in contracts between commercial entities.

**Terms Must Be Presented in a Reasonable Manner**

While “terms of use” agreements are typically enforced, several courts have found that the terms must be presented in a reasonable manner so that a consumer can find the terms of service or use before agreeing to them. U.S. courts have found that these types of contracts “must be presented to the plaintiff, rather than merely posted inconspicuously on a website.” This general rule does not prevent “browser wrap agreements” or links to further terms and conditions that are binding on a consumer, but does present some limits to what will be upheld. For example, in the case *In re Zappos*, the court found that a provision in the company’s user agreement that allowed it to change the terms of service at any time was unenforceable.

The case law in this area continues to evolve as consumers sue companies to enforce provisions of state consumer protection laws and avoid binding arbitration agreements, choice of law provisions, prohibitions on class actions, and enforcement of provisions of state consumer protection laws. To determine if the agreement is enforceable, the courts will generally examine how the agreements are presented and the ability of a consumer to find and access the agreement.
If the agreement is enforceable, the court will then look at established laws regarding arbitration, choice of law, and contract provisions prohibiting class actions to determine if these terms in the contract are enforceable under state and federal contract law.

**Federal and State Consumer Protection Law**

Congress passed a number of federal laws designed to address consumer protection and privacy issues as the Internet was becoming accessible and popular in the 1990s and early 2000s. This section discusses the regulatory aspect of consumer protection related to the Internet. Two federal agencies, the Federal Communications Commission (FCC) and the Federal Trade Commission (FTC), are assigned to oversee a variety of federal laws and policies regulating the Internet. These two agencies have rulemaking and enforcement authority over various Internet-related activities, including net neutrality, broadband regulation, and consumer privacy. Generally, the FCC tracks and oversees consumer issues related to telecommunication billing and services, while the FTC focuses on false and deceptive business practices, consumer privacy, and Internet scams.

**FCC Regulates Communication Utilities**

The FCC is the federal agency tasked with regulating communication utilities such as telephone, wire, satellite, and cable. The FCC can enforce some laws that affect Internet access and communication via the Internet, including issues like net neutrality, availability of Internet services, Internet speed and equipment, billing practices, and some privacy issues.

In 2015, the FCC approved “Open Internet” rules, which adopted the principle known as net neutrality. The current rules require content to be treated equally and prevent broadband providers from allowing “fast lanes” for certain types of media or for media from certain companies. The FCC also adopted privacy rules for Internet service providers (ISPs) that would have regulated ISPs’ ability to collect and sell customers’ information, such as browsing history, and would have required customers to be notified and consent to the collection and distribution of certain information. The FCC rules never went into effect and were overturned by Congress in April 2017.22

In 2017, the FCC also announced it was considering modifying the current rules related to net neutrality after ISPs pushed to decrease federal regulations in this area. The comments and reply comments on the proposed changes to this rule were due by August 16, 2017.23 In December 2017, the FCC voted to overturn the Open Internet rule and to return much of the jurisdiction related to Internet privacy and access to the FTC.24 The new FCC regulation, referred to by the agency as “Restoring Internet Freedom,” would also keep broadband and commercial mobile service providers from being treated like telephone companies, or “common carriers,” under other federal regulatory laws.25 The ISPs and broadband providers generally argue that their privacy policies that protect their consumers prevent unfair intrusions and that if there are unfair intrusions into consumers’ privacy, that the FTC will investigate them just like they do to companies like Google and Facebook. Consumer privacy advocates argue that ISPs can see where their customers go on the Internet and what they look at, whereas a single website or web page does not have that ability, and therefore stronger privacy restrictions are appropriate for
ISPs. The FCC indicated the new plan to deregulate the Internet and move away from the previously adopted net neutrality position would preempt state action to try to impose similar regulations on service providers.

There was a strong reaction to the federal changes in 2017. In response to Congress overturning the FCC proposals in the spring of 2017, a number of state legislatures introduced legislation to impose rules similar to the FCC privacy rules. Only two states, Minnesota and Nevada, already had a law that imposed privacy restrictions on ISPs, but neither of those existing laws had the requirements in the overturned FCC rules. Many of the newly introduced state bills aimed to require ISPs to require consumer consent to collect, use, and sell consumer data, such as browsing history.26 None of the proposed state legislation had passed at the end of 2017, except that Nevada’s existing law on data privacy added additional provisions requiring websites and online consumer services to provide notice to users about information collected on users. The new law authorized the Nevada Attorney General to enforce the law and seek civil penalties against a website or online service who violates the act, which includes imposing a civil penalty of up to $5,000 for each violation.27 A new proposal in Minnesota directed at ISPs did not pass28 and the existing Minnesota law, passed in 2002, was not amended.

**FTC Foci on Consumer Protection**

The FTC was created in 1914 to protect consumers and address unfair trade practices and consumer protection issues. For the last three decades, the FTC has also worked on consumer regulations and privacy issues related to Internet use. Generally, the FTC has had jurisdiction over the regulation of unfair and deceptive practices by businesses operating on the Internet and businesses providing Internet services, as well as consumer and privacy issues with websites and search engines.29

The FTC has rulemaking authority, as well as investigative and enforcement authority under the Federal Trade Commission Act (FTC Act).30 The FTC Act regulates unfair acts or deceptive practices in commercial activity.

The FTC has investigated and taken action against a number of websites and search engines in recent years to enforce consumer protection issues. Using the FTC Act, the Gramm-Leach-Bliley Act (GLBA) regulating financial institutions, and other federal laws of general application, the FTC has conducted investigations and initiated lawsuits against companies for privacy violations and deceptive practices, largely mirroring the work that the FTC does against companies that are not Internet-based. One of the primary tools the FTC has is section 5a of the FTC Act,31 which declares unfair and deceptive trade practices affecting commerce to be illegal. This broadly worded statute allows the FTC to investigate and fine large companies that engage in practices that hurt trade or affect many consumers in many different states. The definition of “unfair practices” requires a “substantial injury.” Because of the resources required to undertake these cases, FTC actions tend to be against large national corporations in instances where the company’s practices affect numerous consumers.

The FTC can also file complaints against companies that have violated other federal laws of general application including the Equal Credit Opportunity Act, Truth-in-Lending Act, Fair Credit Reporting Act, the Do-Not-Call Implementation Act of 2003, the Children’s Online
Privacy Protection Act (COPA), Fair and Accurate Credit Transactions Act of 2003, and the Controlling the Assault of Non-Solicited Pornography and Marketing Act of 2003 (CAN-SPAM). The FTC also issued a Health Breach Notification Rule, which covers entities outside the Health Insurance Portability and Accountability Act (HIPPA) to govern online health information stored by vendors of personal health records, personal health records-related entities, or third-party service providers for those vendors.

Below are a few examples of the cases the FTC has brought in the last few years specifically addressing online commercial activities and privacy.

- In 2014, the FTC brought a complaint against Craig Brittain, an Internet site operator who posted nude photos of women without their consent, alleging that Brittain’s actions constituted unfair or deceptive acts or practices in or affecting commerce in violation of section 5(a) of the FTC Act. Brittain reached an agreement with the FTC in 2015 to take down the website and cease any similar activities.

- The FTC, along with 35 state attorneys general, brought a complaint against LifeLock, alleging deceptive trade practices for making promises about its identity theft protection services and settled with the company in 2010. The FTC then got a large monetary award when LifeLock later broke the terms of the settlement agreement for continuing to make deceptive claims and failing to safeguard users’ privacy. In 2015, the FTC required LifeLock to pay $100 million dollars as a penalty for violating the previous settlement terms.

- The FTC, along with a number of states and other countries, charged that the operators of the dating website AshleyMadison.com had deceived customers and failed to protect the private information of the website’s users. Similar to previous cases, the settlement required the website to pay a large settlement fee and implement improved privacy provisions to protect consumer’s data.

- In 2017, the FTC reached a settlement with the online tax preparation company TaxSlayer for data breaches that violated the GLBA requirements that financial institutions follow security guidelines to keep customer information safe and provide customers with specific privacy notices.

- The FTC reached a settlement with the television company Vizio in 2017 after filing a complaint along with the state of New Jersey, alleging the company violated consumers’ privacy by tracking consumers’ viewing history without their consent.

- The FTC settled with Google for $22.5 million after its web browser placed advertising tracking cookies on customers’ browsers after the company had erroneously informed customers that the default browser settings would block third-party cookies.

- In 2011, the FTC reached an agreement with Facebook requiring it to provide accurate information to consumers about privacy and information sharing with third parties after Facebook allowed third-party applications to access information the website said they could not access, and incorrectly informed users that information that was deleted or
private was actually public and still saved by the company. The settlement requires Facebook to provide users with accurate privacy information.

Similar to the role the FTC plays at a national level in enforcing consumer protection laws, state consumer protection acts can be enforced either by the state’s attorney general or by individuals. These laws, sometimes called “little FTC Acts,” are supplemental federal consumer protection laws and are broader than the federal laws. While these laws usually provide for enforcement through the state attorney general, many of them also allow a private cause of action by an individual. Minnesota law grants the attorney general the power to enforce the Act Against Unfair Discrimination and Competition, the Unlawful Trade Practices Act, the Antitrust Act, and the Prevention of Consumer Fraud Act.

**Consumer Protection under Minnesota Law**

The Minnesota Consumer Protection Act is primarily contained in Minnesota Statutes, sections 325F.68 to 325F.70, but the state also has a number of other consumer protection provisions in Minnesota Statutes, chapters 325D and 325F. Minnesota law does allow for individual causes of action, but the ability of an individual to sue for violations of these state provisions has been limited in some instances by Minnesota courts. The Minnesota law specifically related to Internet privacy—Minnesota Statutes, chapter 325M—is not included in the Consumer Protection Act or in the statute that would allow for enforcement through the Minnesota Attorney General’s Office.

Some consumer advocacy groups have criticized existing laws for not providing enough protection to consumers and for failing to protect consumer privacy. Under the federal and state laws addressed in this section, consumers have to rely on the state’s attorney general or the FTC to bring action against companies who violate privacy and consumer protection laws. Those actions are usually only brought when numerous consumers have been injured by the same policy or practice and rarely occur when only a small number of individuals are harmed by a company’s actions. Further, because the common law causes of action for torts is also limited in privacy breaches, consumers often face many legal hurdles in trying to bring their own private action against large companies.

**Federal and State Privacy Laws**

This section addresses federal and state laws that have been enacted to protect personal data on individuals, such as personally identifiable information, health information, and financial information. These laws often apply to either data collected, stored, and retained by the government or data collected and held by private businesses, but in some cases the law applies broadly both to a government actor and to the private sector.

There are numerous federal laws that have emerged in the last few decades that require businesses, nonprofits, and anyone operating online to safeguard user’s privacy. Some of these laws specifically apply to various sectors, such as the financial service industry or the health care industry. Other laws apply more generally, such as the Computer Fraud and Abuse Act, which applies to any person who illegally authorizes another person’s computer or online passwords.
The list below highlights the main purposes of each law designed to safeguard consumer privacy online.

**Federal and State Law Regulate Government Data Practices**

Federal and state laws require the government to keep individuals’ data private, whether the information is electronic or on paper. Just like the private sector, these laws require the government to securely store personal information. Government data is generally governed by two types of laws. Record retention laws govern what data is collected, how long it is maintained, and when it is destroyed. Data privacy laws govern who can access the data and how it is protected as either private or public information.

**The federal Privacy Act of 1974** governs how federal agencies can collect, maintain, and disseminate personal information about individuals, which includes information obtained electronically. The E-Government Act of 2002 was passed to address the federal government’s use of Internet technology and included the Federal Information Security Management Act of 2002 (FISMA), which requires agencies to create data security policies for the information they maintain, and the Confidential Information Protection and Statistical Efficiency Act (CIPSEA), which created uniform confidentiality protections for statistical information. Updates to FISMA were passed in 2017 in the Federal Information Security Modernization Act of 2014.

**The Minnesota Data Practices Act (DPA)** determines how Minnesota state agencies can collect and use personal information on individuals. The statute has many specific provisions related to data collected by state agencies and provides that certain types of data the state and political subdivisions collect is kept private, including health records, schools records, law enforcement data, and welfare benefits and public assistance records. The DPA does not differentiate between paper records or electronic records, and the data that is held electronically must be maintained and kept private in the same manner as any paper records.

The Minnesota Data Practices Act also classifies data that is collected when a person uses a government computer. “Electronic access data” is data that a government entity creates when a person accesses a government entity’s computer or database. Under current law, this data is classified as private or nonpublic. Minnesota law requires notice to an individual that the state website is collecting data on an individual. Minnesota law also requires individuals to be notified without reasonable delay when government data has been hacked and that all government entities complete a comprehensive security assessment annually.

**The Minnesota Department of Information Technology (MNIT)** is a state agency charged with the coordination, procurement, and support of information technology systems in Minnesota government. The agency has to create accessibility for Minnesota citizens and create and implement cybersecurity plans. This agency develops and implements security plans to prevent cyberattacks that could cause “denial of service attacks,” which keep users from accessing government services websites, as well as cyberattacks that destroy or hold state data hostage, and hacking attacks that leak private data. Along with developing cybersecurity guidelines and standards, this agency also installs and administers these policies on state computers to keep data
safe and comply with the state’s data privacy act. This agency is also required to make state information technology and electronic information accessible to people with disabilities.

**Federal Laws Include Privacy Protections for Electronic Communication**

The Electronic Communication and Privacy Act (ECPA) was passed in 1986 to update the federal wiretapping statutes to include electronic communication. The law has been updated a number of times over the years, particularly regarding the process government law enforcement must use to intercept or track wire, oral, or electronic communications. The act contains three parts or titles. The first title relates to the ability of the government to intercept communications using a subpoena, a warrant, or a court order. The third title is a prohibition on pen registers or trap-and-trace devices, which collect the numbers a person calls on his or her phone. The act allows those devices to be used only with a court order or under the Foreign Intelligence Surveillance Act.

Title II of the ECPA is often referred to as the Stored Communications Act (SCA). This is the federal law that protects e-mails, telephone conversations, and electronic data communications when they are being made, in transit, or stored on a computer. This law applies to both private and government entities and, along with the Fourth Amendment’s protection from unlawful search and seizure, provides the primary source of privacy for online communication, including e-mail. Under the SCA, unauthorized access to e-mail and telephone communication can result in a prison sentence or fine. The law prohibits a company providing e-mail services from divulging the information to a third party or law enforcement, except in certain emergency situations or pursuant to a court order or warrant. The SCA provides greater protection to communications that are less than 180 days old. It also provides a civil cause of action to individuals harmed by violations of the law, which can include actual damages, punitive damages, court costs, and attorney fees.

Courts have had to determine how to apply the ECPA and the SCA to various forms of electronic communication. The SCA prevents a provider of an electronic communication service from disclosing communication. The government can obtain subscriber information and the content of e-mail with a warrant, and in some cases with a subpoena or court order. An electronic communication service includes e-mail, but courts have also found that it can include private messages on social media, wall postings/comments on social media boards, and private YouTube videos. The ECPA broadly includes text messages and Voice-over Internet Protocol (VoIP), however, the law has not been extended to cookies and user browser data. Federal courts have also found that data held on a mobile phone or hard drive are also not covered by the SCA, including location data, because the law is specifically intended to relate to communication held by an e-mail provider or ISP, not information located on a device. However, other laws and constitutional protections may protect information on a mobile phone or hard drive.

Courts have interpreted the SCA to determine how far the privacy restrictions go in protecting certain types of communication from government access, harmonizing the language in the statute with the Fourth Amendment protections against unreasonable search and seizure. While some private communication on social networking sites has been protected, courts have also found that simply because something is shared “privately” does not mean it cannot be accessed. In *U.S. v. Meregildo*, the government was allowed to access Facebook posts while it was investigating
the suspect when the user’s friends cooperated and provided the information. The court found that investigators did not need a warrant because the suspect had no expectation the suspect’s friends would keep the information private. The Fourth Amendment has also been used to extend privacy protections, even where the SCA would have otherwise allowed e-mails to be obtained. In *U.S. v. Warshak*, the court found that while the government obtained e-mails from an Internet service provider with a subpoena consistent with the provisions of the SCA, the suspect’s privacy had been violated and the Fourth Amendment required a warrant to obtain those communications.

While the SCA provides access to a government for the limited purpose of criminal prosecutions, it creates a total bar on disclosure for any other purpose. This means that a civil discovery request or subpoena would not allow dissemination of electronic communication from an electronic communication service provider. A private company or individual that wants to gain information can do so through the normal discovery process in civil litigation, by sending the request to the user and not the electronic communication service provider. Attorneys have been cautioned against obtaining discovery through deceitful means on social media sites, such as “friending” opposing parties; however, information that is available to the public on the Internet is not considered to give the user an expectation of privacy.

The **Computer Fraud and Abuse Act (CFAA)** is the federal law that prevents the unauthorized access of a computer creating a crime for “computer trespassing” and damage to computers and systems via viruses and worms. The law affects any computer used in or affecting interstate or foreign commerce, which is a broad definition allowing most computers to fall under the jurisdiction of the CFAA. The law makes it illegal to access federal government computers and computers used in the financial industry without authorization or without the proper level of authorization. In addition to criminalizing these acts, the CFAA also offers civil remedies for damages so that an individual can sue the perpetrator in some cases. The CFAA covers:

- hacking and virus attacks to computers, including the threat to hack or attack a computer or conspiring to attack or hack a computer;
- trafficking in passwords;
- accessing a computer to gain information or to make a financial gain;
- negligently, recklessly, or intentionally damaging a computer through unauthorized access; and
- accessing a government computer or accessing a computer to gain national security information.

The courts have found that nearly all computers, and particularly any computer that connects to the Internet, is covered by the CFAA. Court cases have contemplated the broad definition of a computer in the CFAA and found that it applied to phones sending text messages. The act applies both to an “insider” who accesses a computer beyond his or her authority and an outsider such as a hacker who accesses a computer. The federal courts have looked at whether it constitutes a violation of the CFAA when individuals have violated a website’s terms of service agreement. Courts have held that a user would not know that violating a contract would result in a criminal penalty under the CFAA but in other cases the courts have held that fraudulent activities violating the terms of service agreements can violate the CFAA and constitute a
crime. These cases will likely continue to be prosecuted as unauthorized access to computers and computer networks occur in a variety of different ways.

The differing court interpretations, along with technology that is constantly evolving, have made it difficult to be certain how the law is applied. The CFAA has been criticized as outdated, and specifically, the difference in treatment between stored communication that is 180 days or older has been viewed as arbitrary. Many privacy advocates believe that stored electronic communication should be protected with better privacy regulations regardless of how long the information has been stored. Similarly, privacy advocates have argued that terms of service should not require users to allow their information to be scanned by the host, particularly for targeted advertising. In 2017, Google said it would stop scanning e-mails for targeted advertising in response to consumer privacy security concerns. Google, like other e-mail providers, will continue to scan the e-mails for spam and phishing attacks.

One notable exception to privacy rights is when a person is at work. Individual rights related to computer content and electronic communications change when an employee is using an employer’s computer or electronic device or an employer-issued e-mail. The courts have found that the Fourth Amendment protections that protect a person’s home computer do not necessarily apply to individuals when the computer is owned by their employer, or when a person is using file-sharing software. Courts have also ruled that e-mail accounts provided by an employer and used for employment purposes are not private to the individual employee, but may have some privacy protections when the employee is using a personal account incidentally at work.

Similar to the issue of monitoring employee’s behavior via computer and e-mail use, employees have seen retaliation in hiring and firing when employers monitor their social media activity. Federal legislation was introduced in 2013 to prohibit employers and institutions of higher education from requesting social media account information, but the bills did not pass through either the House of Representatives or the Senate. Some states have passed legislation related to the ability of employers, and in some cases schools and higher education institutions, to access their employees’ and students’ social media accounts. While more than two dozen states have introduced legislation to limit employers from requesting social media names and passwords, only a few have a current law prohibiting the practice. Legislation was introduced in Minnesota in 2016 and 2017 prohibiting schools and employers from requesting social media usernames and passwords, but no law has been enacted.

Federal Laws Govern Privacy and Protection of Children

Children’s Online Privacy Protection Act of 1998 (COPPA) is a federal law aimed at protecting the online privacy of children under the age of 13. COPPA prohibits websites from collecting certain information from children covered under the act without parental consent and provides guidelines for how information can be deleted. The FTC has accompanying rules for enforcement of COPPA. The FTC guidelines for websites and online services provides that websites must:

- post privacy policies consistent with COPPA;
- gain parental consent before collecting personal information about children;
• give parents the ability to view information collected on their children and delete the information that a company has on their children;
• take reasonable steps to maintain the confidentiality and security of children’s personal information; and
• keep children’s personal information only as long as reasonably necessary.

The FTC website indicates that COPPA applies to mobile apps, Internet gaming platforms, Internet-based location services, VoIP services, and toys that connect to the Internet. The FTC prosecutes actions for COPPA violations as unfair trade practices. COPPA also provides that state attorneys general can prosecute for COPPA violations and obtain damages for violations of the federal law. The New York State Attorney General investigated and found violations of COPPA by four children’s toy companies in 2016. While COPPA does not provide for a private right of action, in August 2017 class action cases were filed in a California federal district court against Viacom and the Walt Disney Company, alleging violations of COPPA and violations of state privacy laws, which raise questions about private claims of action for violations of COPPA.

COPPA has been criticized for being difficult to use by businesses, who have to try to verify parental consent before collecting information from a child, which can be onerous. The FTC does have a “Safe Harbors” rule that allows industry groups to create guidelines and show compliance with COPPA, but generally the process to verify a parent’s consent involves communicating individually with each parent, which then also requires additional personal information to be supplied by the parent. COPPA has also been criticized for not having a private right of action, which means consumers need to rely on the FTC or a state’s attorney general to bring an action and often means individual claims are left without redress.

The FTC has said that schools can also consent for youth covered under COPPA. Nothing in COPPA or the FTC rules specifically gives this permission to schools, but generally when the website is for the purposes of education, the school can act in lieu of the parents. When permission applies and what the schools need to communicate to parents to stay in compliance of COPPA causes some confusion. Some state laws regulate student data privacy and student web access in addition to COPPA and may be more protective over student use of the Internet. It is unclear who would be in violation of COPPA (the website or the school) if a parent’s permission was not provided consistent with what COPPA requires. It is also unclear if the school has the ability to request that data be deleted consistent with the requirements of COPPA, although it is likely a parent can still request that the student’s data be deleted. Generally, school districts need to consider gaining parental consent for the websites their children are accessing online.

The Children’s Internet Protection Act (CIPA) encourages public libraries to install software to block obscene or pornographic materials so that children do not access the material or are not exposed to it in public libraries and school libraries. The federal law allows libraries and schools that install the blocking software to access reduced rates to Internet services. The law requires blocking software that prevents obscene material and pornography from being accessed on the Internet, but allows blocking software to be turned off if needed for an adult to do valid research. The law also requires the library or school library to adopt Internet safety and education policies, which include educating students about online safety and monitoring student Internet activities. CIPA was challenged shortly after it was enacted on First Amendment grounds, but
the Supreme Court ruled that CIPA did not violate the First Amendment rights of individuals and students.\footnote{95}

States have also passed laws similar to CIPA to require libraries or schools to install blocking software on public or school computers accessed by minors. The National Conference of State Legislatures has identified 25 states that have passed provisions similar to CIPA.\footnote{96} Some state laws require Internet service providers to allow customers the ability to install blocking software on home computers to protect minors.\footnote{97}

Minnesota law requires public libraries to use software to prevent minors who use the computers from being exposed to materials “reasonably believed to be obscene or child pornography or material harmful to minors under federal or state law.”\footnote{98} Minnesota law also requires all public libraries that receive state funding to block access to child pornography or obscene materials to both children and adults.\footnote{99}

Critics of CIPA, and state laws similar to CIPA, have argued that it can be difficult for libraries to know which websites must be blocked under the law, and in an effort to comply with CIPA and similar state provisions, libraries may be blocking more websites than necessary or censoring information that would not otherwise be blocked from public access.

**Student data privacy** has been an important topic for many state legislatures in the last few years. Family Educational Rights and Privacy Act (FERPA) is the federal law on student data and covers the privacy of student records generally.\footnote{100} But the use of Internet sites, cloud computing, and many new software applications have raised issues about whether or not student data is protected when it is collected and retained by many third-party vendors that provide these new electronic services. Many states have introduced or enacted legislation to address concerns related to the data that schools, state agencies, and private third-party contractors collect on students.\footnote{101} These legislative proposals and new laws cover a variety of topics including the following:

- what data can be collected and shared by a school, school district, or state agency
- guidelines for contracts between schools and third-party vendors, including vendors who provide data storage (including cloud storage), electronic devices to the school and students, and education software applications
- limits on how student data is used by the school or third-party contractors, including prohibitions on targeted advertising or building student profiles for commercial purposes
- access to student data by the student, parent or guardian, or the state
- how student data can be used for longitudinal studies
- how and when student data must be kept or destroyed

Minnesota has not enacted a comprehensive student data privacy law but legislation has been introduced in recent years covering some of these topics.\footnote{102} Minnesota has specific student data provisions in the Minnesota Data Practices Act that govern the privacy requirements for student data collected by schools and state agencies.\footnote{103}
Federal Law Addresses Financial Data and Identity Theft

The Gramm-Leach-Bliley Act (GLBA) is a federal financial services privacy law enacted in 1999. The law covers financial institutions, which includes companies that lend, borrow, or wire money, or who provide financial or investment services, including debt collectors. The GLBA limits when private personal financial information can be disclosed and requires customers to be notified of the privacy policies and information-sharing practices. It also requires financial institutions to advise customers of their right to opt out of having their financial information disclosed to any third parties. The law also requires third parties who obtain financial information from financial institutions to keep the data private. Financial services institutions covered by the GLBA must also have reasonable safeguards to protect their customers’ information. Companies must also watch for security breaches and protect nonpublic information pursuant to a number of federal laws and agency rules. The penalties for noncompliance on the part of financial institutions can result in millions of dollars in fines and criminal sentences of up to five years. The FTC and the Federal Deposit Insurance Corporation are just two of the many federal agencies that enforce the provisions of these federal financial services privacy laws.

The Identity Theft and Assumption Deterrence Act makes it a federal crime to use false identification to commit a crime. This law allows for criminal prosecution against individuals who use a stolen identity to commit a federal, state, or local crime.

Health Information Is Protected by Separate Laws

Electronic health records, similar to the financial sector, also have specific federal privacy laws. The major health privacy law, Health Insurance Portability and Accountability Act (HIPPA), regulates the privacy and disclosure of electronic health care records. HIPPA applies to hospitals, health care providers, health plans, health care clearinghouses, and can include universities and other facilities that provide health care services. HIPPA requires individually identifiable health information to be kept private, using technical and administrative safeguards. Violations of HIPPA are investigated by the U.S. Department of Health and Human Services Office for Civil Rights, and criminal prosecution for more serious violations are handled by the U.S. Department of Justice.

The Health Breach Notification Rule is a federal regulation issued by the FTC and covers entities that offer services related to health records, but which are not covered by HIPPA. This FTC rule covers vendors who offer to maintain electronic personal health records and third parties who work with vendors of electronic personal health records; the rule requires those businesses to provide notice to consumers when health information from those electronic personal health records have been obtained without authorization.

Individual State Laws Also Address Privacy

State Internet privacy laws broadly addressing ISPs and websites are rare. But unlike most states, Minnesota has a law specifically addressing Internet privacy. Minnesota Statutes, chapter 325M, was passed in 2002 and prohibits an ISP from knowingly disclosing the consumer’s personal information, including browsing history, to a third party. The law provides a number
of exceptions similar to the Stored Communication Act for subpoenas and law enforcement officers, as well as when the disclosure of information is part of the normal course of business for the ISP, or when the customer has given written or electronic authorization for the disclosure. The law can be enforced by a consumer filing a civil lawsuit against the ISP, and a consumer who prevails can be awarded attorneys fees, court costs, and actual damages or $500, whichever is higher. The law does not provide for enforcement from the state attorney general and the law specifically prohibits class actions based on Minnesota Statutes, chapter 325M.

Besides the rush of state legislation that was introduced after Congress overturned the proposed FCC privacy rules in 2017, there have been many other state initiatives to address online privacy. California passed the California’s Privacy Rights for California Minors in the Digital World Act in 2014, which allows minors to request that their content be erased from websites and also limits some targeted advertising to minors based on user profiles. States have also passed laws to limit access to individual’s records for e-reader book purchases, as well as privacy laws that require conspicuous posting of privacy policies on websites that collect personal information, and laws that require notice to employees when their work e-mail is monitored. A few states have passed legislation on specific privacy issues such as student data, and some of these laws specifically related to the use and distribution of electronic records.

Industry Standards and Consumer Expectations

Many of the current privacy protections offered to consumers do not come from federal or state mandates, but are offered by websites, search engines, social media, e-mail providers, ISPs, and broadband providers to consumers based on consumer demands. Many of these companies provide privacy policies in the terms of service and service contracts they enter with consumers and users. Consumers can use these privacy policies to learn more about what companies do with the information they receive, and also can use this as a basis for consumer protection violations if a company does not follow the privacy policy or the terms of service contract it enters with the consumer.

These privacy policies and terms of service contracts have been criticized because they can be changed without notice to the consumer or user, and often do change without a renewed consent from a customer or user. Once a consumer agrees to a “click wrap” agreement, companies often fail to notify customers that they have updated their privacy provisions, or changed the terms of service, and the only way for the consumer to know the terms have changed would be to go back and look for new terms or contact the company.

While some companies may change their privacy policies without giving notice, others strive to provide greater privacy protections to consumers to win customers from competitors. As companies garner a reputation for having better privacy protections, their reputation may increase interest in their company. Some have argued that bad press, and a bad reputation for protecting consumer privacy, can hurt a company enough to make privacy controls part of a competitive field for various Internet-based services, web-browsing, and electronic communication companies. Costly litigation from suits by consumers over privacy torts, data breaches, or violations of state or federal law create incentives for companies to adopt and follow stricter privacy policies. Companies have to avoid running afoul of state and federal privacy and
consumers to find companies that are using higher privacy standards or providing more privacy options to users. The Digital Advertising Alliance (DAA) is made up of a group of advertising and marketing trade groups. One of their initiatives, the “YourAdChoice” icon, which appears as a small icon on participating websites, allows the consumer to learn more about what information is collected and control the collection of their personal information.\footnote{This is one example of businesses responding to consumers’ concerns over targeted advertising and privacy, but many other companies have made policy changes to respond to consumers concerns over privacy.\footnote{Emerging Technologies Present New Challenges}}

Emerging technologies create new opportunities for commerce and innovation while also raising new concerns over how they affect consumer privacy. The pace of innovation is much faster than state and federal legislation can address it, and consumers often turn to the legislature to examine the new technologies for perceived privacy issues, as consumers are not always aware of how their use of the technology affects their privacy, personal data, and financial information. While use of many of these new technologies on smartphones, tablets, and via software applications is becoming common and largely seen as beneficial, the outdated privacy regulations have not kept up with these emerging technologies; this has created a gap between existing technology and communication systems governed by older comprehensive privacy laws and emerging technologies, which are most often unregulated. Among the new technology that Congress and state legislatures have looked at recently include geolocation, biometrics, and blockchain technology.

Geolocation is the wireless detection of people’s real-time locations through smartphones, tablets, and other electronic devices that connect with Global Positioning System (GPS) satellites and cell towers. As technology becomes increasingly sophisticated, it is easier for companies to obtain and use this information, which raises concerns as to whether legislation will regulate and define boundaries related to the collection, sale, and use of geolocation data.

There is currently no federal law that regulates geolocation data. One of the major issues that has emerged is whether or not geolocation data can be accessed by the government without a warrant. Recent federal legislation would require a warrant for cloud and geolocation data to be obtained by the government.\footnote{The Location Privacy Protection Act was introduced in November 2015 to prohibit sharing geolocation data except under certain circumstances in order to prevent cyberstalking and protect victims of stalking and domestic violence.\footnote{State legislation has moved much more quickly and 18 states currently require probable cause warrants to access cellphone location information. Some of the legislation currently under consideration would require companies to disclose data they collect and share with third parties.\footnote{A pending U.S. Supreme Court case, \textit{Carpenter v. United States},\footnote{looks directly at the ability of law enforcement to access location data without a warrant in light of Fourth Amendment rights.}}} Some of the legislation currently under consideration would require companies to disclose data they collect and share with third parties.\footnote{A pending U.S. Supreme Court case, \textit{Carpenter v. United States},\footnote{looks directly at the ability of law enforcement to access location data without a warrant in light of Fourth Amendment rights.}}
protections. The decision in this case may prompt federal regulations or may cause states to look more closely at their existing laws.

**Location-based services and geolocation tracking** allow businesses to retrieve individualized data in targeted areas for marketing and advertising as well as providing services to customers. This creates privacy concerns for consumers who may not be aware of how often their location is tracked and stored, or what companies do with the information, for example whether or not their location information is shared or sold to other third parties or when the information can be accessed by the government. The 2012 decision in *United States v. Jones* held that installing a GPS tracking device on Jones’s vehicle without a warrant was an unlawful search under the Fourth Amendment. The Court found that the Fourth Amendment offers some protection against trespassing onto personal property, including vehicles, and rejected the government’s argument that there was no reasonable expectation of privacy in a person’s movement on public roads.

Geofencing is a popular location-based service. When you enter a virtual boundary, an action is triggered, such as texts, push notifications, or ads for something within the boundary. For example, if you are in the geographical “fence” surrounding Macy’s, ads for the store may pop up in open applications attracting you to shop at the store. Specific ads can be targeted towards your browsing history and application preferences. Geofences are also used to prevent drone-related accidents in sensitive areas, such as the White House and airports, where they present threats to public safety.

Popular location-based services include Uber, Yelp, Facebook, and Maps. Any application that asks permission to use your location may be sharing it with third parties. Although people can turn off location, (1) it prevents the app from working properly, and (2) locations are still tracked through GPS signals and cell tower triangulation. It is possible that in today’s technological era, users implicitly consent to sharing location information for individualized advertisements and Internet usage despite some inherent privacy concerns.

**Blockchain** technology provides for safer and faster cryptocurrency transacting. Each transaction is encrypted and placed on the chain or a decentralized public ledger. Then, its code links to the code encrypting the blocks before and after it, creating a somewhat impenetrable “chain link fence.” To break one block, a hacker essentially must decrypt all preceding and proceeding blocks, a daunting and unrealistic task. These are reasons that corporations, individuals, and governments are attracted to blockchain transacting, recordkeeping, and smart contracting. Smart contracting consists of self-executing code that helps limit breaches and protect party identities. With every transaction, an individual’s public address generates a receiving address. Constantly changing addresses make it more difficult to track entire payment histories, which enhances individual privacy. While blockchain provides many benefits, it raises questions about standardizing development and privacy standards. Its open-source nature presents regulation challenges.

Federal agencies provide initiatives addressing transparency, efficiency, and trust in blockchain information sharing. Although Congress has not passed legislation, state legislatures have proactively identified blockchain records under evidentiary standards. Other initiatives establish guidelines for smart contracting and shifting government and corporate recordkeeping to the chain. The active states include Vermont, Arizona, Delaware, Illinois, and Nevada.
Adopting blockchain technology can enhance security but also presents privacy concerns. Since the chain crosses jurisdictional boundaries concerning the ease of national and international transacting, it may be addressed by federal legislation in the coming years but until then state legislatures are actively looking at the issue.

**Biometrics**, a comprehensive measurement of human physical and behavioral characteristics, is an increasingly popular business practice employing retina scans, fingerprint IDs, and facial recognition technology. Biometric information is popular for fraud detection and prevention, especially to enhance security. Using biometrics decreases the likelihood of forging passwords, fingerprints, or unique identities and increases the convenience of password upkeep along with creating stronger authenticity with a nontransferable and secure password. Some of the privacy risks associated with the use of biometric technology include:

- a failure to capture full and complete data, causing system failures;
- stolen and compromised personal identities if storage servers are hacked;
- false identification allowing unauthorized access, also false rejection of authorized users; and
- integrating security features beyond mere traditional password solution encryption.

In November 2017, Apple was granted a patent to implement a secret biometric ID and tracking measure that secretly photographs and video-archives unauthorized device users. This presents some privacy and security concerns. A few states have passed laws which require businesses to gain consent from individuals before collecting their behavioral activity. Illinois and Texas were first to implement biometrics legislation, followed by Washington in May 2017. Most legislation regulates business biometric information use via biometric identifiers. Several states, including California, Connecticut, Arizona, and New York, have proposed similar legislation but the bills have not passed.

Facebook has been sued under the Illinois law for using a deep-learning facial recognition system that can identify a user whose face is hidden, by drawing from identifiers such as body shape, hair, and posture. Facebook and retail shops use facial recognition to identify repeat customers and shoplifters, as well as to deliver ads based on perceived emotions. Even tagging a friend on Facebook can implicate a person’s biometric data for targeted ads and potential tracking. In situations such as this, legislative action may be required to deter companies’ use of biometric information if consumers perceive this identification to be compromising their privacy. Greater consumer awareness may help abate privacy and security concerns.

**Conclusion**

Consumer protection laws and privacy laws are being stretched to accommodate an evolving online marketplace and the never-before-seen privacy considerations that online banking, social media, and e-commerce have raised. Existing consumer protection and privacy laws have been criticized for being designed for the “brick and mortar” world and ineffective at reaching the new problems caused by e-commerce and Internet activity. States, and the federal government, are now faced with the challenge of updating existing laws to address the new harms caused by data
breeches, identity theft, and consumer tracking and profiling that did not exist when many of the currently applicable consumer protection and privacy laws were written. These emerging technologies are giving rise to new legislative considerations and a growing body of case law that helps navigate how new technologies are treated by existing consumer protection and privacy laws.

**Other Works in the Series**

This series of information briefs isolates discreet policy issues and the ways in which specific Internet issues provide choices for the Minnesota marketplace and for lawmakers. The following publications are part of the Internet and Public Policy series:

- Challenges and policy consideration for state regulation
- Cybertorts and property rights online
- Criminal activity on the Internet
- Jurisdiction and procedures in Internet law cases
- Federal Internet laws
- State and federal accessibility laws

There may be more topics added, as needed. A special attempt will be made to keep all of these pieces up to date, but the pace of change may prove challenging.
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